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Quantum theory outside Physics 
Using quantum ways to process information

• Quantum computing 
• [Michael A. Nielsen, Isaac L. Chuang. 2011. Quantum Computation and Quantum 

Information, 10th edition. Cambridge University Press] 
• Arute .et.al. Quantum supremacy using a programmable superconducting processor. 

Nature. 23 October 2019. 

• Social science and cognition science 
•  [Jerome R. Busemeyer and Peter D. Bruza. 2013. Quantum Models of Cognition and 

Decision. Cambridge University Press] 
• [E. Haven and A. Khrennikov. 2013. Quantum Social Science. Cambridge University 

Press.] 

• Information retrieval  
• [Van Rijsbergen. 2004. The geometry of information retrieval. Cambridge University 

Press.] 
• [Massimo Melucci. 2016. Introduction to information retrieval and quantum mechanics. 

Springer Berlin Heidelberg.]

• Quantum IR does not rely on quantum computing/cognition, but share the same mathematical foundation to 
probabilistically describe the world 

• Quantum IR can formulate the different IR  models (logic, vector, 
probabilistic, etc.) in a unified framework.
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https://books.google.com/books?hl=en&lr=&id=b-gjx83aqBQC&oi=fnd&pg=PR9&dq=geometry+of+information+retrieval&ots=Lz2R02d8rn&sig=Neg8QGNAsKDXsoAKZDAcBr1NAaM
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• Background 
• Semantic Hilbert Space [1] 

• Why quantum? 

• How does it work? 

• Any benefits? 

• Possible Future works

[1] Li, Qiuchi*, Benyou Wang*, and Massimo Melucci. "CNM: An Interpretable Complex-valued Network for 
Matching." NAACL 2019 Best Explainable NLP Paper.



 Probability-driven for language
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A B C

Neural networks usually transform a discrete token to a vector. 
We need a probability theory to describe uncertainty in vector spaces.

Vector spacesdiscrete 



Quantum Probability Theory 
a probability theory defining on vector spaces

Q: Should the randomly-chosen cat dead or alive ? 

A: 0.4 to be alive and 0.6 to be dead

Set-based Probability Theory 

alive dead
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Quantum Probability Theory 
a probability theory defining on vector spaces

Q: Should the randomly-chosen cat dead or alive ? 

A: 0.4 to be alive and 0.6 to be dead

Set-based Probability Theory 

Q: Are these cat dead or alive? 

A: 0.5.001 to be alive and 0.499 to be dead

Quantum Probability Theory -  vector-based 

alive dead



Probability theory in vector spaces 
for single object
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𝑒1⟩

𝐻𝑒2⟩

Projection

Square of the projection length denotes the probability

0.4

0.6



Probability theory in vector spaces 
for many objects
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𝑒1⟩

𝐻𝑒2⟩

𝜌

Square of the projection length denotes the probability



Probability theory in vector spaces 
for many objects
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𝑒1⟩

𝐻𝑒2⟩

𝜌

Square of the projection length denotes the probability

Projection
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• Background 
• Semantic Hilbert Space for matching 

• Why quantum? 

• How does it work? 
• Any benefits? 

• Possible Future works



Semantic Hilbert Space
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Words

a document is considered as a bag of words



Semantic Hilbert Space
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Words Word  
Vectors

Look up its complex-valued word embedding for each word

A pure state to describe a single particle



Semantic Hilbert Space
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Word Semantic 
CompositionWords Word  

Vectors

Build a density distribution for many words

A mixed state to describe a system with many particles



Semantic Hilbert Space
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Word Semantic 
Composition

High-level Semantic 
Features

Words Word  
Vectors

…

Use projections to know the document

A probability distribution based on a group of measurements



Application to text matching
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𝜌𝑞

How did women’s role change during the war   ? 

the World Wars started a new era for women’s opportunities to… 
|𝑣1⟩

|𝑣2⟩

Mixture

Mixture

Question:

Answer: 

Measurement



Experiment result
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• Effectiveness  
• Competitive compared to strong baselines like RNN, CNN 
• Outperforms existing quantum-inspired QA model (Zhang et al. 2018) 

Code : github.com/wabyking/qnn.git

Experimental results on WIKI QA dataset,
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• Background 
• Semantic Hilbert Space—NAACL best explainable NLP paper 

• Why quantum? 

• How does it work ? 

• Any benefits? 

• understanding distributed representations via superposition 

• well-mathematically-constrained  framework 

• Possible Future works



1) Distributed representation  
as Superposition state
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Assume the smallest semantic unit (atomic or indivisible) as Sememe 

Words are considered as one or a combination of sememes: like 

blacksmith = Shuman⨁Soccupation⨁Smetal⨁Sindustrial⋯

balcksmith = [e1, e2, e3, e4, ⋯]T[Shuman, Soccupation, Smetal, Sindustrial⋯]

Assuming sememes are independent and orthogonal as one hot vectors.



1) Benefit from complex-valued weights
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Ivory tower ≠ Ivory + tower 
                 = Ivory + tower + Δ

Complex numerical example: 

z1 = α1 + β1i = r1eiθ1 . | |z1 | |2 = r2
1

z2 = α2 + β2i = r2eiθ2 . | |z2 | |2 = r2
2

z1 + z2 = r1eiθ1 + r2eiθ2 . | |z1 + z2 | |2 = r2
1 + r2

2 + 2r1r2 cos(θ1 − θ2)

Interference term



2) Transparency
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• With well-constraint complex values, CNM components 
can be explained as concrete quantum states at the 
design phase 



2) Meaning of each component
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Probability  
distribution  
for each vector 
- a word

Probability  
distribution 
for each matrix 
- a N-gram 

Probability  
distribution 
for each measurement 

Most important learning components

Probability values 



2) A unified vector space
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Sememe

Word

Word combination

Measurement

Understanding measurement via neighbouring words

Van Rijsbergen. 2004. The geometry of information retrieval. Cambridge University Press.

https://books.google.com/books?hl=en&lr=&id=b-gjx83aqBQC&oi=fnd&pg=PR9&dq=geometry+of+information+retrieval&ots=Lz2R02d8rn&sig=Neg8QGNAsKDXsoAKZDAcBr1NAaM
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• Background 
• Semantic Hilbert Space—NAACL best explainable NLP paper 

• Why quantum? 

• How does it work 

• Any benefits? 

• Possible Future works



Beyond particles： 
understanding words as  waves
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Word functions for ‘I' Word functions for ‘Iove’ Word functions for ‘Amsterdam’

For the sentence  ‘I love Amsterdam’

‘I’ is in the 1st position ‘Iove’  is 2nd ‘Amsterdam’ is 3th



Thanks! 
wang@dei.unipd.it
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